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Licence - GPL3

Copyright (C) 2007,2008 Arno-Can Uestuensoez (UnifiedSessionsManager.org)
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Chapter 1

Preface

This is just a draft extract from the User-Manual, in order to provide a shortcut
for �rst installation.

Therefore some hyperlinks may be dengling or just reference a page referencing
the user manual.

1.1 History

Version Date Author Description
01.03.003.a01[144] 2008.02.11 Arno-Can Uestuensoez Initial pre-release as embedded

printable help
01.07.001.a01[145] 2008.08.03 Arno-Can Uestuensoez First major update with numerous

additions and partial review.
01.07.001.b02[146] 2008.08.11 Arno-Can Uestuensoez Minor editorial updates.

A lot of tests, some �xes.
01.07.001.b03[147] 2008.08.12 Arno-Can Uestuensoez Minor editorial updates.
01.07.001.b04[148] 2008.08.16 Arno-Can Uestuensoez Enhancement of documentation

and Web-Site.
01.07.001.b05a[149] 2009.01.26 Arno-Can Uestuensoez Minor editorials.

01.03.003.a01/2008.02.11
The �rst basic set of features including stack-aware recursive cancel for
QEMU, XEN, and VMW. This release contains almost the whole set of
�rst-time implementations( Section ?? `??' on page ?? ) with personal
copyright and o�ered license under GPL3.

01.07.001.a01/2008.08.03
First major update with numerous additions and partial review. Addi-
tional HTML versions and subsets are generated. Still classi�ed as preview
quality, but may be stable enough for public production use, as personally
applied.

15
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01.07.001.b02/2008.08.11
The �rst o�cial stable release for �at-VM functions. The stacked VMs
are present in �rst version, where the canonical syntax is implemented.
Some more user friendly addresing with enhanced capability-recognition
and validation will follow.

1.2 Contact

Public maintenance: acue@sf1_sourceforge.net

Administrative contact: acue@Uni�edSessionsManager.org

Commercial Services: i4p.com - Engineering O�ce Arno-Can Uestuensoez

1.3 Legal

All mentioned Red Hat products and their registered names are Trademarks
of the Company Red Hat, Inc.

All mentioned SuSE products and their registered names are Trademarks of
the Company Novell, Inc.

All mentioned VMware products and their registered names are Trademarks
of the Company VMware, Inc.

All mentioned Google products and their registered names are Trademarks of
the Google, Inc.

All mentioned Sun products and their registered names are Trademarks of the
Sun Microsystems, Inc.

All mentioned Microsoft products and their registered names are Trademarks
of the Company Microsoft, Inc.

All mentioned Intel products and their registered names are Trademarks of the
Company Intel, Inc.

All mentioned AMD products and their registered names are Trademarks of
the Company Advanced Micro Devices, Inc.

Xen is a trademark of XenSource Inc.

QEMU is a trademark of Fabrice Bellard.

i4p is a trademark of Ingenieurbuero Arno-Can Uestuensoez.

If some is forgotten, it will be added immediately.

mailto:acue@sf1_sourceforge.net
mailto:unifiedsessionsmanager@protonmail.com
https://arnocan.wordpress.com


Chapter 2

ctys Setup

2.1 Installation

2.1.1 Basic Install

The current version of the Uni�edSessionsManager supports the install script
ctys-install only.

The following steps has to be applied for installation:

1. Download
The package is provided as a simple gzipped-tar �le[150, Uni�edSessions-
Manager]. It has to be downloaded and unpacked. and unpacked to local
�lesystem.

2. ctys-install
The install script in the binary directory of the unpacked package

"ctys.<version>/bin/ ctys-install "

has to be called. Several arguments could be applied, a list is displayed
by "-h" option.

An already present set of user speci�c con�guration �les is not removed
by default, but could be forced to be replaced.

3. Check of required system-call permissions
A number of required system-calls needs speci�c root call permissions,
which has to be provided by one of the following means:

• Execution as user "root"
When using ctys as user root any required permission should be avail-
able.

• ksu
"ksu" is the sudo like call of kerberos [125, MIT-Kerberos][126, Heim-
dal] , therefore ".k5users" and/or ".k5login" in the home directory of
the permission-o�ering user(root) has to be stored.

17
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• sudo
Sudo[127, sudo] could be used aternatively or in combination with
"ksu". Sudo provides a more �negrained access administration, but is
not(yet?) integrated into kerberos authentication. The �le "/etc/sudoers"
has to be edited appropriately by visudo.

The potential pitfall when using SUDO is the requirement of a PTY
by default, which could be con�gured within sudoers, but should be
kept due to additional constraints by usage of OpenSSH. The options
"-Z" and "-z" handle this issue.

Additionally the required tools such as bridge-utils has to be installed, as
checked by the following calls.

The ctys-plugins tool supports a means to check (almost) any internal
system call for it's presence and available call permissions. Some limit oc-
curs on "inherent destructive" calls, which have no option to be used for
check purposes only. Typicall for this are the shutdown-commands, which
on some platforms could not be analysed for access permission without
actually shutting down the machine.

The following calls could be used to validate the functionality of current
installation:

• Check of Client Functions
This checks the client set of required function calls.

ctys-plugins -d 64,p -T all

• Check of Server Functions
This checks the server set of required function calls

ctys-plugins -d 64,p -T all -E

The previous calls utilize the internall common wrapper function

"checkedSetSUaccess"

by setting a speci�c debugging �ag with the value "64=D_SYS". This
activates the trace of system calls only. The options are described within
the User-Manual, for addtional technical help on this library function call
the online help for call interfaces could be used:

"ctys -H funchead=checkedSUaccess"

Any missing but required component as listed by the previous call should
be installed and the required access granted by an appropriate entry for
sudo/ksu.
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4. VMW - Some speci�cs
The installation of VMware is quite straight forward for supported Host
operations systems by VMware.

When installed on a non-listed OS, like CentOS, the required build of
kernel modules during vmware con�guration frequently causes some trou-
ble. Simple warnings could be ignored in almost any case, but when er-
rors occur the "vmware-any-any-update" patch from Petr Vandrovec[108,
vmwareAny] should be applied. Some caution is required for usage of the
appropriate version for matching the VMware version.

5. QEMU - Setup VDE
When QEMU is going to be used, the VDE - Virtual Distributed Ethernet
from VirtualSquare is required to be installed, therefore should be down-
loaded and installed by "make install". VDE is used for network setup of
TAP devices to be used by QEMU with the utility "ctys-setupVDE" .

The contained wrappers "vdeq/vdeqemu" are also required. For addi-
tional information on ctys wrappers for QEMU refer to Section ?? `??'
on page ?? .

A description howto proceed is given in Section ?? `??' on page ?? .

6. XEN - Required packages and permissions
Due to the CREATE and CANCEL actions, which start and stop a DomU,
privileged access is required for the caller for permissions on functionality
within the Dom0. Particularly to "xm create" and to "virsh". Therefore
the virsh of libvirt is required additionally to Xen.

The current tested versions are Xen-3.0.x and Xen-3.1.x, but newer ver-
sions should work too. The main test platform is CentOS/RHEL, for this
version only PVM tests are performed, but HVM might work too.

The access permissions has to be set for sudo and/or ksu.

7. ctys con�guration
The next step should be the adaptation of the provided default con�gu-
ration to local machine. Therefore the con�g �le in the home directory
of the user and/or the installed default �les has to be edited. The pro-
vided con�guration �les contain the required description and additional
examples.

8. Con�gure PMs
The involved physical machines - PMs - should be con�gured by calling
the tool ctys-genmconf in order to generate the PM con�guration data.
The result is stored by default within the directory "/etc/ctys.d".

This step requires to be repeated when all hypervisors are installed and
marked as operable by the check with ctys-plugins utility. This call up-
dates the stored registration of capabilities available on the local machine,
including the later required STACKCAP variable for veri�cation of pos-
sible stacking capabilities, when a VM-Stack is going to be started. The
update has to be performed before the creation of a cacheDB with the
tool ctys-vdbgen .
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9. Generate DHCP and/or MAC cache
The access performance for plugins with stored con�guration data - PMs
and VMs - will be dramatically enhanced when generating a prefetched
cache database.

The �rst step required for the creation of the database is the creation
of the mapping table generated by ctys-extractMAClst and/or ctys-
extractARPlst , either from a valid "dhcpd.conf" of from simply "ping-
ing" a list of hosts.

The result consists of the data required for mapping of MAC addresses to
IP/DNS addresses as provided by ctys-macmap . The format of stored
data is documented and could be edited manually. It is an extended
"/etc/ethers" format, the "/etc/ethers" database could be generated by
the previous tools.

10. Generate cache of con�gurations for VMs and PMs
The access to stored static con�guration is performed by a two step ap-
proach controlled by the option "-c". The �rst attempt is to read from the
generated cache, the second is to scan the �lesystem on the target entity
in accordance to the provided call options.

The prefetch of the con�guration data in a local �le database enhances
the call performance dramatically, a factor of at least 10, but almost in
any case of 100 and much more is common.

The build of the cache database is handeled by the tool ctys-vdbgen for
collecting the data and by the tool ctys-vhost for preprocessing required
correlations and intermediate preprocessings.

11. ctys
Once this point is reached, ctys should be operational as required. The
�rst tests should be executed by simple dynamic plugins such as CLI, X11,
and VNC. Call examples are given in Section ?? `??' on page ?? .

In case of errors the option "-d". provides a scalable degree of debugging
information.
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Figure 2.1: Install Steps
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2.1.2 Security Environment

Some basic hints are given here only for the wide �eld of security and general
access issues, additional support is available as commercial services only( [?],
[153], [152] ).

General Remarks

Network Accounts
When using Uni�edSessionsManager a network account with SSO is abso-
lutly recommended. There are two exceptions, where the account should
be a local account:

• The root account sould be a local-only account, of course.

• In case of required WoL for a machine running a virtual bridge, such
as a Xen based machine, a local account is required. A "simple"
shutdown may work without any di�culty. This is due to a currently
required workaround particularly in case of Xen for setting of WoL
on the physical NIC for o�ine operations of the NIC itself.

NFS
Using NFS has some security risks, even though it is particularly a real
bene�t for development issues. Thus NFS versions <4 should not be used
when crossing insecure network segments without additional provisions.

root Access
Should be con�gured local only.

Router Con�guration
Router have to be con�gured for WoL, when the target NIC is outside the
local segment. This is beyond the scope of this document.

Quick Setup for ssh

The only and one facility supported for communications between any type of en-
tities is the usage of OpenSSH. Particularly the Handling of DISPLAY is deeply
embedded into the Uni�edSessionsManager by usage of OpenSSH. Therefore
the most bene�t results from setting up SSH for SSO. The recommended setup
is the usage of SSH in combination with Kerberos.

Quick Setup for ksu

The preferred authentication is the usage of Kerberos, which o�ers the access
con�guration facilities by ".k5login" and ".k5users". The usage is quite straight-
forward, even though for some aspects not as �exible as "sudoers" is. Which is
compensated by it's advance for networking purposes.

The only hard-wired restriction for usage of ksu applies, when network users
are con�gured for CANCEL action on bridged NICs. When the WoL feature
has to be applied, the NIC needs to be disconnected during the CANCEL pro-
cedure with continued access to restricted system resources. Thus this requires
"sudoers" and a local user.
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Quick Setup for sudo

Using sudo for authentication o�ers a perfect and straight forward setup for
local users. For environments with NIS/NIS+ or any "distribution" utility a
networked con�guration update is available too. But anyhow, the initial access
to a machine, and the "relay-user" is out of the scope of "sudoers".

The network access, particularly the SSO, is crucial for the applicability of ctys
in a lager environment, thus sudo has to be used in companion with any network
accounting facility only.

Quick Setup for LDAP

LADP is recommended for any distributed directory system. The user infor-
mation should be handeled by LDAP, which has it's particular advantage when
using a SMB based OS.

The setup in a heterogeneous environment is in details somewhat tricky, and
requires some more description, though outside the scope of this document.

Quick Setup for autofs

Autofs is particularly the choice for a network login, when data has to be avail-
able within a secure segment only this could be simply based on NFS(version<4).
The setup could particularly be based on LDAP in combination with Kerberos
and SSH, with a lean centralized con�guration. The description as provided by
the project should su�ce for the �rst steps.

Create a Local User

Even though almost anything could be con�gured to be accessed by networked
users, the CANCEL action presets some additional requirements.

A local user is required for any CANCEL action on machines, where the network
has to be disconnected as an intermediary step during the shutdown of the
machine. Obviously, the process hangs, when some non-cached-modules has to
be loaded via the disconnected connection, e.g. by NFS. This is required for
now only for the Xen-3.0.x vesion, when setting WoL on a NIC, which is part
of the virtual bridge, and may change for later versions.

2.1.3 Setup Access Permissions

When the decision for the facilities to be used for authentication and autho-
rization is made, and the con�guration is �nished, the speci�c required access
permisssions for system calls by ctys could be established.

To check the actually present permissions for system calls the embedded debug-
ging interface could be used. There are two basic approaches available:

• ctys-plugins
This is the speci�c validation utility, which is a framework including some
additional statistical display for the current states of plugins.
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ctys-plugins -d 64,P -T all -E

A second variant validates the local client functionality.

ctys-plugins -d 64,P -T all

• ctys

ctys-plugins -d 64,P -T all

This lists all used system-calls with their actual checked execution states.

The check calls are actually the veri�ed system calls encapsulated by a wrapper
and performed with a more or less harmless option. The result is veri�ed and
weighted dependent of the actual call environment.

2.2 Con�guration

2.2.1 Plugins

The following listed con�guration �le de�nes the actually used plugins. For ex-
ample the VMW plugin is active for Linux OSs only, but neither when running
on Solaris nor on OpenBSD.

For conceptual information refer to the chapter on design of the User-Manual,
particularly to the chapters on modular design and operational states.

#When set, the bootstrap-loader ignores the given

# <plugin-type>.

#This should be in case of dependencies such as of XEN from

#VNC utilized carefully. But on machines with OpenBSD

#e.g. the plugins VMW and XEN could be set to ignore safely.

#

#export PM_IGNORE=1

#export CLI_IGNORE=1

#export X11_IGNORE=1

#export VNC_IGNORE=1

#export XEN_IGNORE=1

#export VMW_IGNORE=1

#export QEMU_IGNORE=1

#export OVZ_IGNORE=1

#

#

# This could be configured conditionally for each of the

# following variables, and any other valid shell variable.

# This is particularly helpful in case of NFS mounted home

# directories sharing the identical user-configuration for

# multiple machines within a cluster:
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#

# MYHOST : actual host

# MYOS : actual OS

# MYOSREL : release of actual OS

# MYDIST : actual distribution

# MYREL : release of actual distribution

#

#

# Some examples for ignoring of XEN-plugin on specific

# sets of nodes:

#

# ->host01 only

# [ "$MYHOST" == "host01" ]&&export XEN_IGNORE=1;

#

# ->Any node NOT on "clust0*"

# [ "${MYHOST#clust0*}" == "${MYHOST}" ]\

# &&export XEN_IGNORE=1;

#

# ->Any node IS on "clust0*"

# [ "${MYHOST#clust0*}" != "${MYHOST}" ]\

# &&export XEN_IGNORE=1;

#

# ->Any node in domain "exe1"

# [ "${MYHOST##*.exe1}" == "${MYHOST}" ]\

# &&export XEN_IGNORE=1;

#

# ->Any node NOT running OpenBSD

# [ "${MYOS}" != "OpenBSD" ]\

# &&export XEN_IGNORE=1;

#

# ->Any node IS running Linux

# [ "${MYOS}" == "Linux" ]\

# &&export XEN_IGNORE=1;

#

# ->Any node IS running CentOS

# [ "${MYDIST}" == "CentOS" ]\

# &&export XEN_IGNORE=1;

#

# ->Any node which IS NOT final execution target

# REMARK: for now patched: [ -z "$CTRL_EXECLOCAL" ]\

# [ -z "`echo $*|sed ....`" ]\

# &&export XEN_IGNORE=1;

#

# ->....

#

#

# Almost any combination and any additional constraint

# could be added by means of bash.

#
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# When using internal state variables the user is

# responsible for any resulting side effect.

#

##################

#Configuration of supported contexts for standard

#plugins.

#

#PM supports currently Linux and OpenBSD

[ "${MYOS}" != "OpenBSD" -a "${MYOS}" != "Linux" ]\

&&export PM_IGNORE=1;

#XEN is supported on Linux only as server, else as

#client only.

#VNC check will be done by plugin

#Check for "-e", because CTRL_EXECLOCAL is not yet

#initialized.

[ "${MYOS}" != "Linux" -a -n "`echo " $* "|sed -n '/ -e /p'`" ]\

&&export XEN_IGNORE=1;

#VMW is supported on Linux only, else as client only.

#Native local client and VNC access for WS6 will be

#checked by plugin.

[ "${MYOS}" != "Linux" ]\

&&export VMW_IGNORE=1;

###########################################################

# #

#ATTENTION: #

# The plugins CLI+X11+VNC could be called MANDATORY for #

# others, so their "IGNORE-ance" might force unforseen #

# side-effects, think twice!!! #

# #

# Same is true for PM when you require WoL and #

# controlled PM shutdown, what might be obvious! #

# #

###########################################################
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Tool References

3.1 ctys-extractAPRlst

Usage:

ctys-extractAPRlst [options] \
<group/machine-address-list-in-same-segment>

Description:
ctys-extractAPRlst generates a sorted list of 3-column table con-
taining:

<nodename>
<IP-Address>
<MAC-Address>

Alternatively output to stdout could be generated for usage in "/etc/ethers".

<MAC-Address> <nodename>

or

<MAC-Address> <IP-Address>

27
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Therefore this tool uses a list of targets which has to be in the same
segment as the executing machine. The list could contain any valid
ctys <machine-address> or any <ctys-group> de�nition.

The entities will be resolved and accessed as selected by options.
The two methods are "ping" which assures the basic TCP/IP-stack
access, and "arp" which lists the mapping as required.

So the usage of this tool could be said providing "real-in-time-data",
without the limitation to static con�gured MAC-IP mapping, so rec-
ognizing pool-addresses too. But it's application is limited by the
area of a single segment.

For additional segments the "ctys-extractMAClst" tool should be
used, which relies on con�guration data for DHCP servers.

ctys-tools generally expect for input generated �les with default
column-order, which is de�ned by "-n".

Options:

-E
Generates output for "/etc/ethers". This is required when

using ether-wake for WoL, what is no longer supported by ctys.

The options "-n" and "-i" become in combination with "-E" a
slightly di�erent semantic:

-n output is "<MAC-addr> <DNS name>"

-i output is "<MAC-addr> <dotted IP address>"

The option is not supported with "-E".

-n|-i|-m

-n Print sorted records: <name>;<MAC>;<IP>

-i Print sorted records: <IP>;<name>;<MAC>

-m Print sorted records: <MAC>;<name>;<IP>

-h
Print help.
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-p <db-dir-path>
Directory for data to be stored. This is - and has to be in

this version - the same directory as used by ctys-vdbgen and
ctys-vhost.

So each �le-based ctys-DB requires it's own mapping �le for
now. This is going to be extended when the LDAP based ad-
dressing is introduced. Anyhow, this feature will remain, be-
cause it has some advantages for daily business when setting
up small to medium networks or multiple test-environments.

The hard-coded �lename is "macmap.cfdb"

-P
Almost same as "-p", but takes default ctys-�le-DB, provided

by DEFAULT_DBPATHLST.

Default output is stdout.

-V
Version.

-X
Terse output format, e�ects "-V" when set left-of.

Arguments:

<ping-hostlist-in-same-segment>
Any host within the same segment, will be ping-ed and arp-ed.

Exit Values:

• 0: OK
Result is valid.

• 1: NOK:
Erroneous parameters.

• 2: NOK:
Missing an environment element like �les or databases.
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3.2 ctys-extractMAClst

Usage:

ctys-extractMAClst [options] <dhcp.conf-filename>

Description:
ctys-extractMAClst generates a sorted list of 3-column table con-
taining:

<nodename>
<IP-Address>
<MAC-Address>

Alternatively output to stdout could be generated for usage in "/etc/ethers".

<MAC-Address> <nodename>

or

<MAC-Address> <IP-Address>

Therefore this tool requires as source a valid "dhcpd.conf"-Syntax
as de�ned by ISC.

Static con�gured address mappings are supported only. Dynamic
allocated leases of address ranges are not supported.

ctys-tools generally expect for input generated �les with default
column-order, which is de�ned by "-n".

Options:

-E
Generates output for "/etc/ethers". This is required when
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using ether-wake for WoL, what is no longer supported by ctys.

The options "-n" and "-i" become in combination with "-E" a
slightly di�erent semantic:

-n output is "<MAC-addr> <DNS name>"

-i output is "<MAC-addr> <dotted IP address>"

The option is not supported with "-E".

-n|-i|-m

-n Print sorted records: <name>;<MAC>;<IP>

-i Print sorted records: <IP>;<name>;<MAC>

-m Print sorted records: <MAC>;<name>;<IP>

-h
Print help.

-p <db-dir-path>
Directory for data to be stored. This is - and has to be in

this version - the same directory as used by ctys-vdbgen and
ctys-vhost.

So each �le-based ctys-DB requires it's own mapping �le for
now. This is going to be extended when the LDAP based ad-
dressing is introduced. Anyhow, this feature will remain, be-
cause it has some advantages for daily business when setting
up small to medium networks or multiple test-environments.

The hard-coded �lename is "macmap.cfdb"

-P
Almost same as "-p", but takes default ctys-�le-DB, provided

by DEFAULT_DBPATHLST.

Default output is stdout.

-V
Version.

-X
Terse output format, e�ects "-V" when set left-of.
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Arguments:

<dhcp.conf-�lename>
This tool requires a valid "dhcpd.conf"-Syntax.

Exit Values:

• 0: OK
Result is valid.

• 1: NOK:
Erroneous parameters.

• 2: NOK:
Missing an environment element like �les or databases.
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3.3 ctys-genmconf

Usage:

ctys-genmconf <options> [<execution-target-list>]

Description:
ctys-genmconf generates the initial con�guration entry for a PM or
VM, which is stored as

"/etc/ctys.d/[pv]m.conf".

The output is either written to stdout only or duplicated into the
previously mentioned �le.

The content of this �le is required by the VMSTACK feature (refer
to Section ?? `??' on page ?? ) during validation of static con-
sistency and dynamic applicability of the stack members. This is
particularly required for hidden �les in case of nested VMs to be
started, where this data is required to be cached for pre-access within
cacheDB. Several additional approaches are available, but this is the
most versatile concept, even though it requires some pre-caching ef-
forts.

The current version supports one context only, thus for each change
of the booted kernel the di�erences could require a new generation of
the con�guration �le, including the update of the cacheDB. Future
versions are going to support multiple boot-contexts for each PM
and VM, which will include the decision for booting the appropriate
kernel as decided by the foreseen load-balancing mechanism.

The utility could be performed locally or remotely by full support
of remote ctys-addressing.

The generation of data requires root access for some tools. Namely
the utility "dmiencode", which is used to evaluate the UUID of
the machine requires for execution root-permissions. Anyhow, some
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older machines may not have a readable UUID at all.

The utility should therefore be executed once on each participating
PM and VM by the administrator during installation, and should
be completed manually with additional data.

Preferably the rpm package should be installed during initial in-
stallation phase, which will generate the appropriate con�guration
entries.

The data from the pm.conf will be required for the ctys-vhost utility
and is therefore fetched by the ctys-vdbgen utility and is evaluated
by ctys-dnsutil for dynamic decision of node type.

Options:

-h
Show help.

-I <TCP-address>
Preset value.

-k <ctys-vhost-search-key> The search key to be used as �lter for
match-only results from the "macmap.fdb" avoiding the usage
of local parameters for "host, TCP/IP, and OS". Any valid
argument for "ctys-vhost" is applicable.

-M <MAC-address>
Preset value.

-P
Generates standard �le path '/etc/ctys.d/[pv]m.conf'.

Default output is stdout.

-r
The range of interfaces to be included, current version sup-

ports ethernet interfaces only with the following ranges:

WITHIP
Requires an IP address, which is the "inet" line, currently
for IPv4 only.

This is current default.
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WITHMAC
Requires a MAC address. An IP address is not neccessary,
but could be present.

ALL
Enumerates all ethernet interfaces which is "WITHIP||WITHMAC",
localhost is excluded.

-u
Generate a UUID.

-U <UUID>
Preset value.

-V
Show version.

-x <category>
Con�guration �les for the various machine categories.

PM
Generates the �le "/etc/ctys.d/pm.conf".

VM
Generates the �le "/etc/ctys.d/vm.conf".

The output is slightly di�erent.

Arguments:

<execution-target-list>
An optional list of <execution-target>. When the "-P" option
is choosen, the remote �les will be updated, when su�tient
permissions are available, else the output is collected locally.
The call is simply mapped to a call of the CLI plugin with
the option CMD , thus works syncronuous and sequential.

Exit Values:

• 0: OK
Result is valid.

• 1: NOK:
Erroneous parameters.

• 2: NOK:
Missing an environment element like �les or databases.
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3.4 ctys-macmap

Usage:

ctys-macmap [options] <seach-string>

Description:
ctys-macmap searches within the given list of "macmap.fdb" for
matching lines, and shows the requested �elds of result. Simple
awk-regexpr as for "ctys-vhost" are supported.

The result is pre-sorted, though in case of multiple results these will
be presented sorted.

The contents of "macmap.fdb" are given as one record on each line
with the following �elds.
<nodename>;<IP-Address>;<MAC-Address>
For the generation of macmap.fdb from standard dhcp.conf and the
limitation to static assignment data refer to "ctys-extractMAClst".

Options:

-n|-i|-m
-n Print: <name>

-i Print: <IP>
-m Print: <MAC>

-h
Print help.

-p <db-dir-path-list>
Two syntaxes are supported for <db-dir-path-list>:

PATH-like with FS=':':
<db-dir-path-list>=<db-dir-path>[:<db-dir-path>[:...]]

ctys-conformant with FS='%', due to leveled scanner-hierarchies:
<db-dir-path-list>=<db-dir-path>[%<db-dir-path>[%...]]
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Both supported �eld separators are reserved values.

Directory paths for databases, containing a �le with hard-coded
name "macmap.fdb".

When missing, the default DEFAULT_DBPATHLST will be
used.

ATTENTION: Currently no spaces are supported within path-
names!

Arguments:

<simple awk-regexpr>
A "simple" regexpr for awk, used as in given extract:

awk -v s="\${argLst}"
'\$0~s\&\&n==1 '{cache=cache \$1; mx=1;} ...'

Therefore e.g.

ctys-macmap -n -m '00:50:56:.3:..:.9'

generates the following matches:

tst009;00:50:56:13:11:39
tst108;00:50:56:13:11:49

EXAMPLES:
The following examples describe some variants of starting a remote
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machine by Wake-On-LAN. This is utilized within ctys when using
the PM plugin "LINUX".

The evaluation of the MAC-address could be done by several keys
from the "macmap.fdb" database. This is the common source when
using

"ctys-macmap -m <execution-instance>"
"ether-wake <mac-address-from-ctys-macmap>"

or

"ctys -t LINUX -a create=<-WoL-target> <execution-instance>"

ctys-macmap is particularly useful, when the map-database is not
yet generated and e.g. local MAC-address for Wake-On-LAN is re-
quired for a known name of a PM. Than just call:

"ctys-macmap -m <pm-name>"

getting the MAC-address

"00:50:56:13:11:39"

For Wake-On-LAN a.k.a. WoL use the following e.g. in combination
with ksu of Kerberos:

"ksu -e ether-wake `ctys-macmap -m ws1`"

For using "ksu" as a sudo replacement edit "/root/.k5users" only,
"/root/.k5users" is not required.

For further information on "ksu" as a replacement for su/sudo refer
to Kerberos manuals.
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For further information on activating "wol" refer to "http://ahh.sourceforge.net".

Todo:

Introduce "vendor.fdb" for MAC-Vendor-replacement.
Exit Values:

• 0: OK
Result is valid.

• 1: NOK:
Erroneous parameters.

• 2: NOK:
Missing an environment element like �les or databases.
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3.5 ctys-plugins

Usage:

ctys-plugins [<options>] [<execution-target-list>]

Description:
"ctys-plugins" is a versatile test-tool for veri�cation of current status
of installation. Due to some priority based restrictions it operates
partly on a slightly basic level, involving some speci�c pre-de�ned
trace levels for output control. Anyhow, the required options for
quick-usage are documented in the following sections. Extended
trace-levels neccessarily require some deeper familiarity with inter-
nal design quickly, which is normally nit required for top-level prob-
lem handling.

The utility could be performed locally or remotely by full support
of remote ctys-addressing without context options on the command
line. If for whatever reasons remote context options are reuqired,
than could be applied to macro de�nitions only.

For now the following main tasks are performed by ctys-plugin:

• display of operational states and capabilities of plugins

• distinguish the check-scope of veri�ed features by "-E" for client-
site call-RELAY and server-site �nal-EXECUTION

• display of called system tools with the actual resolved path-
pre�x

• display of the actual access permissions as con�gured by "/etc/sudoers"
and/or "$HOME/.k5users"/"$HOME/.k5login".

• display of any level of system initialization traces during call
bootstrap, refer to common ctys-standard "-d" option

The output is splitted into 3 sections:
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1. The �rst section is the bootstarp of the tool itself, this includes
the basic intialization of the framework, where only framework
speci�c options are evaluated. Typical for this is the "-d" op-
tions, which is prefetched by the library itself.

2. The second section contains the trace output during initiali-
sation of the plugins. The content dependes on the choosen
debug level. Error messages are displayed in any case.

Checking PLUGINS-STATEs now...
------------------------------
<trace-output>
------------------------------
...results to:

3. The third section contains the processed results of the evalu-
ated raw component states. Therefore an basic overview of the
hosting system is given, followed by a sum-up of the variuos
sets of plugings related to the di�erent operational states. The
�nal list contains the operational details for each inidividual
plugin.

Options:

-d <common-debug-option>
This option is the common analysis and debugging facility of
the Uni�edSessionsManager. Due to the wide scope it is maybe
somewhat "like a developer interface".

Anyhow, the most important application for a user during in-
stallation and �rst time systems con�guration is the analysis
of the called system utilities. This frequently leads to some
trouble, which might be obvious, once the following call is ex-
ecuted:
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"ctys-plugins -d 64,P -T all -E"

This call checks all system calls for the current node as a �nal
execution location. The availability as well as (some) access
permissions are evaluated. When things don't work, this call
is the �rst instance to "ask".

The "-d" option activates a bit-pattern style debug-level by "P"
suboption. Than the bit "64" is set, which is the prede�ned
variable "D_SYS", tracing the internal call-wrapper, almost
exclusively used for system calls. When not appropriate, the
workaround is implemented in a neatless style.

The "-T" option sets simply "all" plugings to be loaded and
initialized.

The "-E" option executes a �nal destination call, instead of an
initial or intermediary RELAY-call.

The following call performs almost the same, but as a client or
RELAY.

"ctys-plugins -d 64,P -T all"

-E
Check for local host as �nal execution target, this forces full
veri�cation. If "-E" is not set, only required functionality for a
client role is validated, which could be for some packages almost
the same and though treated as.

• This is e.g. the case for PM.

• This is e.g. not the case for XEN, which obviously requires
a completly di�erent runtime environment for it's clients
than within the server as Dom0/DomU

• This e.g. could be or not the case for VMW, depends on
type of product + version + requested type of client.
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-t <plugin-type>

The type of plugin to be set to BUSY(4), this is any
SINGLE plugin as applicable by "ctys -t ..." call.

-T <plugin-preload-typelist>

The prefetch list of plugins to be set to IDLE(2), be-
fore performing, this is any comma seperated LIST of
plugins as applicable by "ctys -T ..." call.

Arguments:

<execution-target-list>
An optional list of <execution-target>. When the "-P" option
is choosen, the remote �les will be updated, when su�tient
permissions are available, else the output is collected locally.
The call is simply mapped to a call of the CLI plugin with
the option CMD , thus works syncronuous and sequential.

Exit Values:

• 0: OK
Result is valid.

• 1: NOK:
Erroneous parameters.

• 2: NOK:
Missing an environment element like �les or databases.
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3.6 ctys-setupVDE

Usage:

ctys-setupVDE [options] [<action-arguments>] \
[<execution-target-list-arguments>]

Description:
ctys-setupVDE encapsulates and combines a subset of functionality
for required tools supporting the creation of devices for network
access by QEMU.

The utility could be performed locally or remotely by full support
of remote ctys-addressing, including context speci�c target-options,
MACROS and GROUPS. E.g. the required system permissions
could be precon�gured for speci�c users by "ksu" and/or "sudo",
for additional information refer to Section ?? `??' on page ??

ATTENTION:
The remote-execution includes some inherent pit-falls to be
considered thoroughly!

This is the case, when this utility has to be executed on a
remote site, where not yet a bridge (the only supported net-
working device for now) exists. During the creation of the
required bridge - the so called "main virtual-bridge" (see �g-
ure: ??), the network will be disconnected for a short time,
so any access to NFS or any other networked �le system will
be interrupted temporarily, which leads to eventual missing of
additional tools to be called, e.g. for reconnecting. The same is
true for authentication, when kerberos based "ksu" or "sudo",
or any other network centric authentication is used in a non-
cached environment, so for non-root users the access to system
resources is frequently rejected. Particularly the reconnection
of the network device.

Thus remote execution is not approved for users with a mounted
remote-home, even though it might work under speci�c condi-
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tions. Local-only users with "sudo" control by complete locally
con�gured environments are veri�ed to work stable.

A speci�c behaviour of the current version is applied to the
created main-bridges. These will get the same IP and MAC
addresses as the logical interface, anyhow it works perfectly, as
long as you can cope with multiple interfaces with same ad-
dress information within applied tools. For the functionality of
the Uni�edSessionsManager this is handled by a "sort -u" on
resulting enumeration IF-lists.

One reason for "doing" the bridge allocation this way is the
minimized risk of detaching the remotely handeled VMs for
too long from the network services, which might make them
unusable from than on. This concept will be probably modi�ed
in future versions.

Anyhow, the remote usage of "ctys-setupVDE", once the authenti-
cation is con�gured properly and security facilities are setup thor-
oughly, o�ers a tremendous functionality to centralized setup of VM
stacks. This is particuarly true in combination of remote usage of
ctys-genmconf ans ctys-plugins .

The usage of ctys-setupVDE assures the appropriate environment
for the used of the wrappers "vdeq" and "vdeqemu" of the package
VDE[130, sourceforgeVde], which is the recommended tool when
TAP devices for Linux has to be created. Anyhow, this utility
could be used in any comparable case too, but �t particularly for
QEMU setup.

The same con�guration as for starting QEMU is used. Therefore
neatless communications by usage of QEMUSOCK is guaranteed.
The variable QEMUSOCK is based on the variable CTYS_SOCKBASE,
which is the default base directory, where UNIX domain sockets are
created. This should be used for eventual additional UNIX domain
sockets, such as tcp based serial ports or monitoring devices, too.
For additional applicability refer to the user manual of QEMU and
to the templates provided by Uni�edSessionsManager.

The following tools are bound together within a script:
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• vde_tunctl

• vde_switch

• unixterm

• nc

• brctl

• ifcon�g

• /etc/init.d/network

Two types of virtual bridges/switches(see �gure: ??) are managed
by ctys-setupVDE

• "main virtual-bridge"
The switch to be used for interconnecting the "external" inter-
face, which is in case of the hosting machine itself a physical
NIC.
This switch is created if not yet present, but has to be deleted
manually by the user.

• "vde_switch"
The switch to be used for attachment of VMs. This switch is
completely managed by ctys-setupVDE.

ctys-setupVDE prepares a TAP device and with an attached new
bridge, therefore it requires the "Virtual Distributed Ethernet" -
VDE(vde2)[130, sourceforgeVde] package. Additional information
with a WiKi containing some very helpful tutorials [132, Basic Net-
working] could be found at "VirtualSquare" [131, VirtualSquare].

In current implementation some assumptions are made in order to
ease design and implementation. Anyhow, for practical application
these constraints might not be an important matter.

• one TAP for each vde_switch

• each user has one switch which communicates by default via
"/var/tmp/vde_switch0.$USER".
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• the management interface for each switch is by default
"/var/tmp/vde_mgmt0.$USER".

• appropriate access permissions are provided by sudo or ksu, for
automatic detection the ctys framework is used

The following steps are performed by ctys-setupVDE:

1. Creation of a TAP device.

"vde_tunctl -u <user-without-root-permission>"

e.g.

vde_tunctl -u acue

Returns a line like:

"Set 'tap3' persistent and owned by uid 4711"

2. Use the returned 'tapX' for networking.

ifconfig $1 0.0.0.0 up
brctl addif $2 $1

Does the same as:

/etc/xen/qemu-ifup tap3 xenbr0

Which brings up the newly created interface 'tap3' and adds an
interface to the virtual Xen bridge connecting it to the world
outside.

The results could be veri�ed with:

• ifcon�g tap3
should list an interface 'tap3'
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• brctl show
should contain an interface 'tap3'

3. Connect the device.
Now this interface will be connected to another virtual switch,
the vde_switch in order to provide an internal multiplexer for
multiple QEMU instances to be connected to the external in-
terfaces e.g. via a present Xen-bridge.

QEMUSOCK=/var/tmp/vde_switch0.$USER
QEMUMGMT=/var/tmp/vde_mgmt0.$USER

vde_switch -d \
-tap tap3 \
-s ${QEMUSOCK} \
-M ${QEMUMGMT}

chown -R <userX.groupX> ${QEMUSOCK}
chown -R <userX.groupX> ${QEMUMGMT}

The state could be verie�ed with:

QEMUMGMT=/var/tmp/vde_mgmt0.$USER

unixterm ${QEMUMGMT}

For additional information refer to "??" for the Section ?? `??' on
page ?? .

Options:
All options are "optional".

-b <virtual-bridge>
The virtual bridge connected to the external network to be
attached by TAP device. Default is to use the �rst bridge de-
tected by brctl. If none is present, tha by default a new one is
created with the name "ctysbr0", and the �rst found interface
is added to the bridge.
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When an interface is provided by "-i" option and a new bridge
has to be created, this will be used instead of the �rst valid.

-d <level>
Sets debug.

-f
Forces execution even when processing seems to be critical.

1. Forces call of "kill <PID>", when here-script with "unixterm ... shutdown"
fails.

For current version this seems to be frequently the case on
i386 architecture, whereas x86_64 works.

2. Creates a new bridge, even when connected via a net-
work session. This could interrupt the current calling ses-
sion permanently, even lead to it's hang-up due to a re-
quired short-time disconnect. So this should preferrably
proceeded from within a local session.

-g <sbit-group>
Sets the s-bit for the group, this has to be the same as the
resulting owner's group.
If not set, the resulting permissions for QEMUSOCK are "rwx��",
else "rwx�S�".

-i <interface>
The interface to be added to a newly created bridge, see "-b"
option.

-s <ALTERNATE-QEMUSOCK>
A �le-socket to be used for communications peer via virtual
switch. Default is set by common QEMUSOCK con�guration.

-S <ALTERNATE-QEMUMGMT>
A �le-socket to be used for management console of virtual
switch. Default is set by common QEMUMGMT con�gura-
tion.
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Could be used with "unixterm $QEMUMGMT" ofVDE(vde2)[130,
sourceforgeVde].

-u <non-privileged-user>[.<group>]
Owner of the created TAP device. Default is current user.

-h
Print help.

-V
Version.

-X
See ctys, terse for machine output.

Arguments:

cancel
Removes the switch and it's attached TAP device. In case of
partial present resources these will be cleared as present, thus
remaining parts of partly execution could be reset.

check
Performs basic check for the accesibility of the virtual switch
setup for selected USER. Therefore a simple "ctys-setupVDE
PORTS" call is analysed for the occurance of at least one "tap"
device and one UNIX-Domain socket, which are veri�ed by
their existence. In case of erroneous state basic information for
further analysis is displayed. Anyhow, still malfunction could
occur, but if check fails, it will de�netly.

create
Creates a new virtual switch, this comprises a new TAP device
and an attached virtual switch. When no bridge is present a
virtual bridge is created too, and the tap-device is attached.

The CREATE call just checks whether a functional switch is
already present, if not it just creates a new one. Therefore the
current de�ned socket for the management interface is utilized.
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Thus a new call on a present, but erroneous switch leads to
reuse of the sockets, but creates a new tap-device and starts a
new instance of a vde-switch-process. Present tap-devices are
not reused, and just kept untouched.

info
Shows vde_switch information.

This is the default behaviour.

ports
Lists ports of vde_switch.

list
Lists present vde_switch-es. The base-switch entries are dis-
played only.

listall
Lists present vde_switch-es. Any entry is displayed, this in-
cludes the dynamic created port speci�c sockets.

Due to some minor di�culties for now these are not removed,
when the client disappears, thus "listall" could be used to check
the dengling entries from time to time.

<execution-target-list>
Execution targets to be listed.

Exit Values:

• 0: OK
Result is valid.

• 1: NOK:
Erroneous parameters.

• 2: NOK:
Missing an environment element like �les or databases.
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3.7 ctys-vdbgen

Usage:

ctys-vdbgen [options] <target-list>

Description:
ctys-vdbgen generates databases of static mapping from con�gura-
tion �les for usage by ctys-gettarget. This tool itself is a wrapper for

"ctys -a ENUMERATE=machine...."

The output of the ENUMERATE action for a given list is stored into
one �le contained in the given DB-PATH, or default respectively.

The mapping contains available VMs for a given list of PMs.

Several �les could be generated as speci�c access-groups which could
be selected by parameter for ctys call.

The content will be used as runtime-decision base for additional se-
lective evaluation by "ctys -a LIST=MACHINE" call.

REMARKS:

1. Multiple-Entries of IP, and/or MAC addresses
All entries are evaluated and checked for matching indexes.
This is for an "IP0" an "eth0" is searched, if missing a
warning is generated. Whereas "eth0" without an IP ad-
dress will be accepted.

The second speci�c is the generation of one seperate entry
for each of the resolved IP-MAC pair.
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2. Other Multiple-Entries
The common behaviour in case of multiple entries is to use
the FIRST-ONLY. Even though some tools might present
more than one, it must not be relied on!

3. Whitespaces
Whitespaces are generally no supported. When required
within suboptions the '%' sign has to be used for padding
�eld-separators.

Anyhow, please avoid them, at least for now!

Due to the defaults described in the following subsection for options,
the call

ctys-vdbgen <host1> <host2> ...

leads to the default call

${HOME}/bin/ctys -a enumerate=machine,b:\$HOME >\
${HOME}/.ctys/db/default/enum.fdb <host1> <host2> ...

Where the PM plugin by default additionaly checks for the PM con-
�guration which is located in

/etc/ctys.d/pm.conf

For additional information refer to "ctys-genmconf" .

A special append-mode is supported for addition of data. This mode
does a pure concatenation only, not redundancy of added data is
tested. Therefore the user should be aware, when calling append
mode, whether he already updated the data of that node.

The deletion of data has to be performed manually for now, a simple
ASC-II editor, MS-Excel, or the spreadsheet application of OpenOf-
�ce could be used for this task.

The data format is described in the appendix of the ctys manual.

Options:
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The following options are case sensitive, thus are required literally.
If not printed properly, word-options have 2 leading hyphens '-'+'-
'="�".

<same as "ctys -a enumerate=machine,b:<srcpathlst>"
With speci�c environment variables for modi�cation of the

default search path DEFAULT_ENUM_BASE.

<srcpathlst>=
"\${BASEPATHLST:-\$DEFAULT\_ENUM\_BASE}\

\${BASEAPPENDLST:+\%\$BASEAPPENDLST}"

which expands by default to

"ctys -a enumerate=machine,b:\$DEFAULT\_ENUM\_BASE ..."

All context options and suboptions will be passed through, so
apply same as for ENUMERATE action.

�append
This activates the append mode, just appending data to

present fdb or creating a new if missing. The modes append,
replace, and stdio are exclusive and could not be combined.

This is foreseen for addition of minor changes and avoiding a
long running recollection of each data set from each target.

-b
Background mode, refer to common options "-b" .

�base=<base-path-list>
A <base-path-list> to be scanned exclusively. This can be

combined with multiple targets and the "�append" mode for
quick addition of speci�c new VMs. The path could be the
contianing directory for a single VM only.

-c
Nameservice caching mode, refer to common options "-c" .
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-C
Result data caching mode, refer to common options "-C" .

�cacheDB=<output-db-directory-path>
Pathname for directory containing DB �le to be created. This

�le stores the mapping records generated from ctys-ENUMERATE
literally.

The evaluation order priority and prede�ned default values for
the directory is de�ned as follows:

1. "�cacheDB=<output-db-directory-path>"

2. DEFAULT_VDBGEN_DB=$HOME/.ctys/db/default

3. DEFAULT_DBPATHLST=$HOME/.ctys/db/default

or

1. "�cacheDB=<output-db-directory-path>"

2. DEFAULT_VDBGEN_DB=<install-path>/conf/db/default

3. DEFAULT_DBPATHLST=<install-path>/conf/db/default

The name for the �ledb itself is hard-coded as "enum.fdb". Ad-
ditional �les are be stored within the cacheDB directory.

REMARK:
Only ONE path could be provided here for the PATHLST.

��lecontext
This switches o� several defaults and assumes that a con�gu-
ration �le with a complete CONTEXT is provided.

The explicit suppression of defaults is required, due to the addi-
tion of chained context options for dialogue based entries from
right to left. The evaluation of superposing options is proceeded
from-left-to-right. Thus the last wins, so the last dialogue en-
tries have the highest priority.

�progress
This activates the formatted table output, therefore some

traces are �ltered and displaye in a compact overview, indicat-
ing the progress and required processing time.
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For the application of the "�progress" option additionally the
appropriate trace switches for the target has to be set. This
is due to the required activation of the appropriate trace out-
put for post-�ltering on local machine. In case of usage of
MACROS or GROUPS these could be stored permanenetly as
required.

E.g. the following debugging("-d") context options for the
target of enumeration required to be present.

ctys-vdbgen \
--cacheDB=/home/tstusr/.ctys/db/tmp \
--append \
--base=qemu \
lab00'(-d 2,s:16,w:0,p)'

When "progress" choosen the data for each displayed instance
is a post-result, calculated as a sumup after �nished processing.
For continuous display refer to "progressall".

�progressall
This activates the formatted table output with continuous

display, where the data is �ltered as well, but any relevant en-
tity with an intermidiate result is displayed. The �nal sum-up
data is additionally displayed as soon as the somplete set of
results for the current entity is available.

�replace
This activates the explicit replace mode, which is required

when a "enum.fdb" alread exists. Choosing this will delete the
present "enum.fdb", when the data has to be kept, make a
backup before activating this option. The modes append, re-
place, and stdio are exclusive and could not be combined.

�stdio

Writes it's output to STDOUT only. The modes append, re-
place, and stdio are exclusive and could not be combined.
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-t
Session type, refer to common options "-t" .

-T
Preload of session type plugins, refer to common options

"-T" .

Arguments:

<target-list>
Any target to be enumerated.

Exit Values:

• 0: OK
Result is valid.

• 1: NOK:
Erroneous parameters.

• 2: NOK:
Missing an environment element like �les or databases.
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3.8 ctys-vhost

Usage:

ctys-vhost [options] <awk-regexpr>[ <awk-regexpr>[ <...>]]

ATTENTION: Default behaviour is no output, thus
you need to select one, e.g. "-o ...".

Description:
ctys-vhost is the basic address resolution interface for runtime ex-
ecution of commands based on ctys addressing.

The similarity of UNIX "host" function is expanded with several
features, which take into account the roaming of VMs and thus
changing their actual execution path within a so called "execution
stack" assembled by PMs, VMs, and HOSTs.

Due to technical reasons the locator functionality required for build-
ing complete fully quali�ed ctys-addresses of execution stacks, which
could be seen as a UNIX "ping" similarity, is included.

Particularly a basic load-balancing is included, which is very basic
of course, but could be extended easily. The current version requires
at least one of the potential ExecTargets to be active, which could
be a PM for execution of a VM to perform a command, or a VM
for execution of a command only, no automatic start of deactivated
sessions are performed.

The main task of this tool is supporting a scripting-IF as a link
with an convenient name-binding scheme between a GuestOS and
it's containing VM and PM by an open and GuestOS-Native in-
terface. The whole access and security facility of VMs and PMs
including HOSTs(e.g. VNC) is handled by encrypted connections
only. It is designed and implemented as a seamless SSH-based au-
thorization and authentication system. The authors environment
utilizes Kerberos, LDAP, and SSH with automount for SSO. The
ctys-vhost supports mainly the glue for seamless binding of roaming
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VMs on a homogeneous UNIX platform.

Simplicity and common extendibility by widely used bash is another
present feature.

Due to targeted simplicity and e�ciency the address resolution is
based on simple unstructured pattern matching by regular expres-
sions onyl whenever possible(which is almost for each call). Even
though the line-record is structured by �elds as given by "-a LIST=MACHINE"
and "-a ENUMERATE=MACHINE", the match itself will be per-
formed as a simple regexpr by "awk-match". Whereas the output
is performed on the level of �elds. Multiple regexprs are supported
and will be iterative applied on the intermediary results. The re-
duction of the output as requested by the "-o" option is performed
on the �nal set of resulting records only.

This �ts perfectly, as long as the given IDs are kept unique, when
ambiguity occurs, the match will be taken as de�ned by "-M" option.

REMARK:
This �at-and-simple approach works as good or better to say
much better than any "Attribute-Value-Assertion" or any other
kind of an Object-Tree based access. And the best is, you can
implement it within some days, without any framework to be
used!!!

But yes, some selection scope could be tricky, anyhow, for al-
most any practical relevant query it works �ne. As could be
seen.

Ambiguity occurs frequently when using a VM with NFS(or an other
some more secure network �le system) from multiple machines and
using the nodes as processing-capacity-only. Accessing the same �les
and enumerating them for selection of the appropriate execution
machine could be a mandatory requirement for load-distribution
policies. In this case a basic COST option "-C" supports the very
basic "-M" option for some quite usable load distribution within
execution-groups.

In most other cases uniqueness should be given, e.g. the key UUID
is de�ned to be unique, but could be tampered e.g. by co-allocated
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backups. For avoiding of backup-access the "-M �rst" option might
be helpful.

Anyhow, the management of up to some hundred VMs might not
be a challange by the current �le-DB and not really performance-
optimized toolset. One of the next versions will additionally support
LDAP based nameservices, targeting an enterprise environment with
"unlimited" and "volatile" distributed services to be managed.

When a MAC-IPAddress-HostName mapping table a.k.a. "macmap-
DB" is present this will be used for open mappings which are not
con�gured within the VM con�guration �les a.k.a. enum-DB. Par-
ticularly any IP or PM/Hostname address for given MAC-Address
will be resolved when not present within the enum-DB.

The address resolution will be performed by the following steps:

1. Check the static list of given ExecGroup for possible candi-
dates.

2. List the active sessions on the given ExecGroup.

3. Take the appropriate PM/VM by utilising "-C" and/or "-M"
option.

For additional help refer to online help within "ctys" to the section
"NAMESERVICE-BASE".

Now some real bene�ts when using ctys-vhost as interactive tool
instead of using id from scripts:

• Given partial strings, e.g. "192.168.1" lists all machines of that
subnet. When the "-M active" option is choosen, all currently
active sessions within that subnet are listed.

• Any string could be used as partial pattern, e.g. parts of MAC-
Ids of fragments of UUIDs. The given string will be matched
against complete record, mostly an awk-regexpr, thus any part,
even spanning multiple FIELDS could be used. But currently
not regexpr, just literal characters are supported.

• The database founding the mapping information of ctys-vhost
could be altered by "-p" option for handling of multiple sets,
e.g. for test-purposes.
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• The databases enum-DB and macmap-DB are populated just
with the native information provided by their main sources,
dhcpd.conf and the con�g-�les of supported VMs. Therefore
not any information might be present in each of them, e.g.
the IP-Address of the GuestOS might be present within the
macmap-DB, but not within the VM-con�g. The "-S" option
allows the combined usage of multiple sources, e.g. by values
"all", "macmap", or "enum".

• ctys speci�c con�gurations-extensions as described for the "-a
ENUMERATE" option are fully supported. This includes par-
ticularly the storage of GuestOS information within the VM-
con�g by speci�c ctys-Pre�xes(#@#) and some helpful key-
words.

The format of the generated data records is literally the same as the
MACHINE output of the ENUMERATE action.

Additionally to the �at-matching by simple regular expressions some
additional keywords are de�ned. The are AND , OR , NOT , E:
,and F: , which are described within the section related to the
arguments.
Options:

-c <spent cost on execution environment>
Cost as for load distribution when selecting a target.
<spent cost on execution environment>=MINCNT|MAXCNT

MINCNT Gives minimum loaded target, number of given
types are simply counted.

MAXCNT Gives maximum loaded target, number of given
types are simply counted.

CNT Lists each target with it's TYPE-COUNT.

Companion options apply to resulting set of equal cost.

-C <DB sources>
Limits the generation of the cache DB to the for mapping-

resolution to the listed sources. Default is to use all. Only
available databases will be used, missing are silently ignored.

Due to some performance issues when repetitively accessing
same temporary runtime data, some internal caches are de�ned.
These can be controlled, and reused or cleared by usage of some
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of the following keywords. But additionally some automatic
checks apply.

For data from static information, which has to be pre-
processed a local cache-DB is created. This cache-DB
will be checked for modi�cation time of it's sources be-
fore each access and updated when outdated.

The modi�cation time of the cache �les will be checked
additionally for their age. When these exceeds the
value de�ned by CACHECLEARPERIOD, which is
by default 3600seconds, the caches are forced-cleared
and rebuild silently by next call.

The following data sources are utilized:

ENUM
Enumaration results only, as supplied by cached local"enum.fdb".

MACMAP
DHCP information for MAC resolution, the macmap-DB
should be available, but is otherwise simply ignored.

This will be utilized in conjunction with an enumeation
result, e.g. ENUM.

GROUPS
Adds caching of GROUPS for all group �les from the cur-
rent CTYS_GROUPS_PATH variable. Therefore each
group �le will be completely expanded by nested evalua-
tion and replacement of "#include" statements and stored
by replacing each resulting entry with it's MACHINE for-
mat entry from the staticCacheDB.

Each group will be cached within an �le by it's own, thus
the access could be performed by just one �le-selection for
the complete nested resolution of it's entities.
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<DB sources>=
OFF|
CLEARTMP|
CLEARALL|
GROUPS|
KEEPALL|
LIST|
LISTARGETS|
LISTGROUPS|
MEMBERSDB|
MACMAPONLY|
MACMAP|
REBUILDCACHE

This group of keywords controls the runtime behaviour, which
has an impact to the overall performance.

OFF
Bypasses the usage of caches.

MACMAPONLY
Uses the macmap.fdb only for mapping, this is just senseful
for mappings between DNS, MAC, and TCP. The request
will be rejected, when "-o" option contains any other input.

For matching entities within MACMAP this might be the
fastest approach. It is the only applicable approach, when
the target is not yet populated in standard DB, for exam-
ple due to pre-initial conditions.

MACMAP
Activates the raw usage of macmap.fdb for DNS, MAC,
and TCP as preferred source of resolution.

This has two �avours, depending from selected output at-
tributes:

1. Only one of, or all: TCP|MAC|DNS
In this case the MACMAP DB will be utilized within
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the "bigger awk", due complete probable containment
of information thus �rst a raw access to MACMAP
will be tried. When no result was found, the general
script with DNS/Bind access will be performed. In
standard manner(due to SW architecture, ignoring pre-
vious trial).

2. Additional output requested:
In this case particularly the �eld positions of the re-
sulting output can not be handled in a smart manner
for an independent pre-�lter, though the standard ex-
ecution path is performed.

When the macmap.fdb is properly maintained and contains
the complete scope of mapping information, this enhances
the performance, else it could have an negative impact,
even though it will not be dramatic, or for small amounts
almost not recognizable.

A second aspect to be aware of is, that the two di�er-
ent databases might diverge. Particularly the order of the
stored records could not be relied on to be the same. When
using the option "-M all" the order might not be relevant,
but for "-M �rst"(default) and for "-M last" the results
might frequently be di�erent.

The basic di�erence of the contents is the fact, that the
macmap.fdb (let us say!) contains any networked host,
whereas the standard enum.fdb the registered VMs only,
so might be a subset of macmap.fdb.

The correlation of both will be performed, when a cache
is build and addressing references are resolved for faster
access.

GROUPS
Activates the usage of GROUPS and it's related cache data
which is due to performance issues deactivated for now by
default.
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The following additional keywords control and support the man-
agement of internal caches.

LISTCACHE
Lists all current caches.
This call terminates immediately after performing, so any
remaining options are ignored.

LISTTARGETS
Lists all current cached targets.

This call terminates immediately after performing, so any
remaining options are ignored.

LISTGROUPS
Lists all current cached groups.
This call terminates immediately after performing, so any
remaining options are ignored.

MEMBERSDB
Displays a list of all current staticCacheDB members in
ctys-stacked-address notation.

CLEARTMP
Clear it's internal temporary caches �rst and rebuild on
demand.

CLEARALL
Clear all it's internal caches �rst and rebuild on demand.

This includes a directory-wildcard-clear, which includes
probably the caches of other tasks, so use it considerably.

This call terminates immediately after performing, so any
remaining options are ignored.

REBUILDCACHE
The static data to be concatenated from static assembly
databases, for now the enum-DB and the macmap-DB is
cached within a static database and concatenated with the
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volatile RT data into the RTCACHE.

The requirement of rebuild for the static data is checked
by modi�cation time of it's components, and when required
updated silently.

When setting this �ag, the data is rebuild in any case.

Additional information is available from description of:

• NAMESERVICES of "ctys -H"

• "ctys -a ENUMERATE...."

• "ctys-extractMAClst"

• "ctys-vdbgen"

-d <debug-level>
Same as ctys.

-h
help

-i <input-list>
Options controlling input content for speci�c cases.

<input-list>=[CTYSADDRESS|CTYS]

CTYSADDRESS|CTYS
A fully quali�ed address is supported for mapping of one
of the given output attributes.

-I <0-9>
Interactive, gives summarised display of progress for main val-
ues. The degree of display depends on the choosen level:

• 0
For completeness only, switches the display OFF, same as
omitting the option at all.

• 1
Activates a moderate level with display of basic benchmark
data.
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• 2
Activates a more informative level with intermediate QUERY
data reduction pattern. This particularly supports the de-
sign of multi-key selection queries for perfomance optimiza-
tion.

ctys-vhost <in-out-options> <arg1> <arg2> <agr3>

For the display of the actual contents of a speci�c intermediate
step in addition to it's draft performance-overview, just drop
all following �lters/arguments from the call, what will display
the requested result as �nal. This result is identical to the
covered intermediate result when using it within a chained set
of �lters.

-l <USER>
Remote user to be used for SSH-access-checks, when the "-R"
option is activated.

DEFAULT=CTYS\_NETACCOUNT(DEFAULT->USER)

-M <result-set-output-reduction>
Restricts a set of multiple results with additional constrains for
output:

<result-set-output-reduction>=FIRST|LAST|ALL

FIRST First matching entity.

LAST Last matching entity.

ALL All matching entities.

COMPLEMENT
All entities NOT matching.

SORT Final result is sorted by "sort".

USORT Final result is sorted by "sort -u". Only full matches
are reduced.

UNIQUE Final result is sorted by "sort -u" but only dis-
played when actually one record only results. When
multiple records are matched, an empty string is re-
turned and the exit value is set to "1".
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-o <output-list>
Options controlling output content. Values of all given options
are listed as one RECORD per line for each matched entity.
The keywords are not case sensitive and could be used as a
comma-seperated list. Shortcuts are applicable mostly as one-
character alternatives as listed.

The default output when this option is not provided is to dis-
play a pre-con�gured table stored as a MACRO in the
default-macros �le with the name

TAB_CTYS_VHOST_DEFAULT

This table could be customized as required, but should be han-
deled carefully.

<output-list>=
(
(
(
[ARCH][,]
[CATEGORY|CAT][,]
[CONTEXTSTRING|CSTRG][,]
[CPORT|VNCPORT][,]
[CTYSADDRESS|CTYS][,]
[CTYSRELEASE][,]
[DIST][,]
[DISTREL][,]
[EXECLOCATION][,]
[GATEWAY][,]
[HWCAP][,]
[HWREQ][,]
[HYPERREL|HYREL][,]
[IDS|ID][,]
[IFNAME][,]
[LABEL|L][,]
[MAC|M][,]
[NETMASK][,]
[TYPE|STYPE|ST][,]
[OS][,]
[OSREL][,]
[PLATFORM|PFORM][,]
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[PM|HOST][,]
[PNAME|P][,]
[RELAY][,]
[RELOCCAP][,]
[SERIALNUMBER|SERNO][,]
[SERVERACCESS|SPORT|S][,]
[SSHPORT][,]
[STACKCAP|SCAP][,]
[STACKREQ|SREQ][,]
[TCP|T][,]
[USERSTRING|USTRG][,]
[UUID|U][,]
[VCPU][,]
[VERSION|VERNO|VER][,]
[VMSTATE|VSTAT][,]
[VNCBASE][,]
[VNCDISPLAY|DISP][,]
[VRAM][,]

)
[TITLE|TITLEIDX|TITLEIDXASC][,]
[MACHINE|MAXKEY][,]

)
| TAB_GEN[:<tab-args>]

)
[IP|DNS][,]
[,SORT[:<sort-args>]]

The previous keywords for speci�c �elds set the related bit for
output. These will be OR-ed to the resulting output. Thus the
MACHINE keyword includes all �elds, whether individually set
or not.

The format keys IP and DNS change the representation of the
IP �eld.

ARCH
The architecture presented by the hypervisor to the GuestOS.

CATEGORY|CAT
The category of the plugin, which could be for now one of:
HOSTs, PMs VMs.
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CONTEXTSTRING|CSTRG
A string stored for the use by responsible the plugin.

CTYSADDRESS|CTYS
A fully quali�ed address to be used within ctys. This in-
cludes the complete address for the whole execution-stack
of the destination instance, beginning with hosting PM.

Whereas almost any other output is just a subset of the
generated static database, this value is the result of the
assembly of multiple items to a complete address for an
unambiguous execution path. The namespace could be the
private network or even the global network, when globally
unique PM addresses as FQDN are used.

CTYSRELEASE
The release of ctys used for creation of the VM.

DIST
Output of distribution installed within VMs guest.

DISTREL
Release of distribution.

DNS
Output of TCP/IP address (any valid for the VM). This
option supports the name representation as reported by
DNS, for the numerical representation refer to IP.

ATTENTION: Only the �rst match will be listed when
multiple addresses are present for the same entity.

EXECLOCATION
The location of execution for the VM. Either a keyword,
or a list of hosts/groups.

GATEWAY
The TCP gateway to be used for the current interface,
which is for the standard case the one for the whole mul-
tihomed node.

HWCAP
The o�ered hardware capacity by the VM to the GuestOS.

HWREQ
The required hardware capacity of the VM from the PM,
which could be a lower peer VM within a stack.

HYPERREL|HYREL
The release of the hypervisor the current VM is created
with. E.g. "Xen-3.0-x86_64".
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IDS|ID|I
Output of static ID, which is a pathname for VMs, and
a runtime ID for HOSTs. The IDs are (foreseen to be!?)
unique within the namespace of their PM or VM. This
should be considered when roaming VMs between PMs.

Following current exceptions apply:
XEN

The value is the con�guration path statically unique on
local host, common to IDs of other VMs.

The domain-ID is handled - due to hypervisor architec-
ture and structural and dynamic means of accessibility
- similar to an ordinary "UNIX-pid", but not consid-
ered within ctys.

HOST
For plugins of type HOST, which are more or less sim-
ple processes o�ering speci�c services, the "UNIX-ID"
is utilized.

The "UNIX-ID" could consist of several kinds of en-
tries. A common example is VNC, where the entries
semantic could be one of:
• DISPLAY = VNC-port-o�set
• DISPLAY = VNC-port

• Any of above could be context-speci�c, and uti-
lized more or less correlated by any other FBP-
aware application too. E.g. vncviewer for XEN and
WMWare-Workstation 6.

In addition, for a plugin a ctys speci�c ID might be
de�ned, e.g. based on "UNIX-PID".

So, ... it is just an abstract ID, no generic overall-
algorithm applicable.

IP
Output of TCP/IP address. This option supports the nu-
merical representation, for the DNS name representation
refer to DNS.

LABEL|L
Output of LABEL.



72 CHAPTER 3. TOOL REFERENCES

MAC|M
Output of MAC address.

ATTENTION: Only the �rst match will be listed when
multiple addresses are present for the same entity.

MACHINE
Complete records matching the <regexpr-list> in terse for-
mat for postprocessing.

MAXKEY
The maximum common set of attributes for LIST and
ENUMERATE.

NETMASK
The TCP netmask of current interface.

OS|O
Output of OS as con�gured.

OSREL
Release of OS.

PLATFORM|PFORM
The HW platform provided for the GuestOS.

PM|HOST|H
Output of TCP/IP address of the PM-Physical Machine,
which is the hosting machine.

PNAME|P
The same as <ID|I>, this is due to the usage of �lepath-
name of the con�guration as an unique ID at least within
the namespace of a sigle hosts �lesystem.

RELAY
The relay interface, device, virtual bridge, virtual switch,
or virtual hub, the VM is interconnected too witin it's
PM/lower-stack-peer.

RELOCCAP
The available capacity for relocation of the VM, either to
another compatible virtual PM as a stack-entity, or an ac-
tual physical PM. The destination container has to provide
the required HWREQ and STACKREQ of the VM, which
has to be compatible with the HWCAP and STACKCAP
ot the target.

SERIALNUMBER|SERNO
An arbitrary serial number for the VM stored in the con-
�guration �le. This number should be unambigiuos.
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SERVERACCESS|SPORT|S
Server access port for execution of a TCP/IP connect. This
is the raw port to be used for server speci�c admin tools,
which is di�erent from user's client access. This port is
currently rarely supported, namely not utilized due to se-
curity reasons, e.g. in case of XEN.

The main intention of ctys is to avoid propriatery interfaces
as much as possible, and support "bare support tools" only.
This interface could only be propriatery. So being honest,
'do not really like that!

SSHPORT
A list of provided SSH ports on this interface. Currently
supported for OpenSSH only.

SORT
Enables the post-sort �lter.

<sort-args>=[ALL|EACH][%UNIQUE][%<sort-key>]

UNIQUE
Activates a pre-�nal �lter for call of "sort -u".

<sort-key>
De�nes a sort key as "-k" option for "sort -k <sort-
key>".

STACKCAP|SCAP
The capacity o�ered by the hypervisor to nested VMs.

STACKREQ|SREQ
The capacity required by the hypervisor as a nested VM
itself.

STYPE|ST
Output of the session type, either of category VM, PM, or
a HOST by it's plugin name.

TAB_GEN:<tab-args>
Refer to common format for additional information.

TCP|T
The ip address of the VM in stored format.

ATTENTION: In case of multiple interfaces and/or ad-
dresses for each address of a so called "multi-homed"
machine a sepereate entry is generated, thus it is listed
as a seperate host entry.
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TITLE
The title for any selected �eld within the output.

TITLEIDX
The title with the related indexes as required and enumer-
ated for input into the generic table.

TITLEIDXASC
The title with the related indexes as required and enu-
merated for input into the generic table. In addition the
ASC-II values of column indexes for common spreadsheet
forms are displayed.

USERSTRING|USTRG
A free editablecustomizable string from the user.

UUID|U
Output of UUID.

VCPU
The number of pre-assigned VCPUs.

VERSION|VERNO|VER
Version of con�g.

VMSTATE|VSTAT
The con�gured state of the VM. Current aupported values
are: ACTIVE, BACKUP.

VNCBASE
Base port for calculations of ports from display and vice
versa. The default is 5900.

VNCDISPLAY|DISP
DISPLAY to be used by XClients, which in case of VNC is
already calculated by usage of context-speci�c PortO�set.

VNCPORT|CPORT
Client access port for execution of a TCP/IP connect. This
is the raw port to be used for vncviewer or proprietary
clients with their own MuxDemux-dispatcher.

All con�gured VNC access ports for any VM could be listed
as:

ctys-vhost -o cport,l -M all '59\[0-9\]\[0-9\]'

Where a standard baseport of 5900 is assumed.

VRAM
The amount of pre-assigned VRAM.
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-p <db-directory-path-list>
Comma seperated path list to directories containing the name-
resolution DBs, same for each <db-directory-path> as for ctys-
vdbgen.

ctys-vhost could handle multiple mapping-DBs for virtual con-
catenation. The advantage of this is the ability of substruc-
turing VMs and PMs into access-groups by ctys-vdbgen and
using them in combinations as required during runtime. This
o�ers particularly advantages when performing ctys-vhost for
loadbalancing by usage of cost-option "-C".

-r
Activates the common usage of dynamic runtime data. With-
out this option only some distinct functions like load-distribution
utilize selective calls of runtime-data-evaluation for further re-
stricting their intermediate results. This is e.g. obviously the
count of actual executed instances on a PM for the case of cost
evaluation on a potential distribution target.

When runtime data evaluation is activated in general, the "-R"
option alplies to any result as a further constraint.

The usage of runtime data evaluation cost performance of course.
This could become dominant, when huge clusters are evaluated,
thus should be considered whether really required, and applied
to reasonable sets only. But anyhow, when some bigger sets are
required by de�nition, caching of data with di�erent strategies
could be applied.

-R <runtime states>
Restricts a set of multiple results with additional constrains for
output.

Only the possible targets which are actually operational are
listed. This includes the actual running VM with it's hosting
PM, and in addition all other operational machines, where the
current VM is available too. This case is the most common for
NFS based exec-pools, where a single VM could be accessed
remotely by a number of PMs. This particularly o�ers the ad-
vantage of copyless-migration of online and o�ine VMs.
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Very handy, and in companion with others probably one of the
most important internal top-level-calls for GuestOS-Command-
Execution.

<runtime states>=
[MARK|(REVERSE|R|-),]PING|SSH[,PM|VM]

MARK
A match for any of the following keywords is simply made
with a pre�x as running by "R;", instead of just showing
the resulting set.

The remaining will be formatted with "-;" as pre�x for
alignment.

REVERSE|R|-
This reverses the resulting set, thus the "not matching"
states only will be shown.

PING
A RUNNING session is simply "ping-ed".

Resulting statement of operational mode may result on ap-
plied security policies, but not exclusively on the state of
the running OS's IP-stack.

SSH
A RUNNING session is additionally checked for SSH-connect
by a dummy-interconnect.

This might be really senseful, once SSO is established.

"ssh" is the only and one state, which is a viable con�rma-
tion for the ability of establishing ctys connections.

PM
Checks only PM for accesibility, which is the default be-
haviour.

PM accessibility is de�ned as the accessibility of the run-
ning OS on PM.

VM
Checks VM for accesibility, this is particularly related to
the SSH key.
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VM accessibility is de�ned as the accessibility of the run-
ning OS on VM.

-s
Set when ctys-vhost is used as an internal subcall for another
master-tool. In this case some automatic triggered tasks such
as the time-driven rebuild of caches are suppressed. Instead a
hint for required re-sync is printed as warning.

Urgent tasks will be worked out, even if they might take some
minutes. This is the case when no cache is present, of the caches
di�er in their age.

All tools using this as an internal system call should set this
�ag.

-S <BasicDataManagementSupport>
The "-W" option represents some basic management interfaces
for the additional entity class GROUPS and the entity charac-
teristics CONTAINMENT. Where the containment is applied
to the whole set of stored entities.

These interfaces allow some smart listing and display of current
supported data, the handling of data as deletion and creation
is handeled by the ctys-vhost command as appropriate.

<BasicManagementSupport>=
LISTALL|
LIST|
LISTDB|
MEMBERSDB|
LISTGROUP|
MEMBERSGROUP[23]

The following keywords may be applied.

LISTALL
Displays a list of all current available data sources.

LIST
Displays a list of all current data sources, the same as

LIST = LISTDB + LISTGROUP
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LISTDB
Displays a list of current �le-databases.

MEMBERSDB
Displays a list of all current staticCacheDB members in
ctys-stacked-address notation.

LISTGROUP
List all current groups from the
CTYS_GROUPS_PATH.

The output format is as follows:
" <size> <#lrec>/<#incs> <#srec> <group>"

<size> Size n kBytes.
<#lrecs> The overall number of target entities without

resolution of nesting, so just the current �le is evalu-
ated.

<#incs> The overall number of include-statements con-
tained within current �le.

<#srecs> The overall number of target entities with res-
olution of all nested includes.

<group> The name of current group, which is the �le-
name too. When "-X" option is set (LEFT of this
option), than the basename is shown only, else the full
�lepathname.

MEMBERSGROUP[:<group-list>]
Lists members of scanned groups. When no <group-list>
is provided, the variable CTYS_GROUPS_PATH is de-
composed and similar to the PATH variable, any resulting
directory is scanned for all existing group �les. The mem-
bers of found groups are displayed.

The nested containment hierarchy by "include" is expanded
before output.

In case of provided <group-list> the listed groups are dis-
played only. The format of <group-list> is:

<group-list> =: <group-name>[%<group-list>]

Two types of storage are shown:
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• Raw group �les, which may contain target entities,
include-statements and comment lines.

• Cache group �les, which contain the whole resolved set
of containment tree as �at target entity recorded from
the statCacheDB.

(MEMBERSGROUP2|MEMBERSGROUP3)[:<group-list>]

Same as MEMBERSGROUP, but with slightly di�erent
output format.

Additional information is available from description of:

• NAMESERVICES of "ctys -H"

• "ctys -a ENUMERATE...."

• "ctys-extractMAClst"

• "ctys-vdbgen"

-T <type-list>
Types to be recognized when calculating target. For additional
information refer to "-T" option of ctys.

-V
Shows version.

-X
See ctys, terse for machine output.

REMARK: Due to order dependency of options evaluation,
set this as �rst/leftmost option.

Arguments:
It is recommended to try the "-I 2" option for some performance

analysis of order dependency for multiple-selection queries.

<awk-regexpr>[ <awk-regexpr>[ <...>]]
A list of simple awk regular expression, for matching based on
$0. This is called here "�at-matching", though no structural
information like in case of attribute-value assertion, is recog-
nized for the pattern match.
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The given lists are matched each on the resulting set of com-
plete records from the previous pattern-matching. The last
�lter applied will be accompanied by reduction of �elds of �nal
matching records as selected by "-o" option.

The main advantage of this approach is the simplicity of data
structures and the utilization of common tools and data struc-
tures. Some performance gain is another advantage.

The drawback is, that in some cases the regexpr has to be
choosen thoroughly.

Some Examples:

. (a single dot)
All items within the database.

inst
All items which contain any string "inst"

'înst'
All items, which start with "inst", where the �rst �eld in
a record is the hostname.

'*inst'
All items, which end with "inst".

'xen|qemu'
All items containing 'xen' or 'qemu'.

AND

The AND operator is the the same as a simple space-operator("
"), which causes the keyword to be applied as selective �lter
on the previous intermediate result. The result is matched
based on the internal MACHINE format, which might lead to
di�erent results than the requested �nal output format only.

E:<#�eld0>:<#�eld1>
Compares two �elds given by their canonical numbers. The
most important application might be the quer for a speci�c
PM record, where the "netname" has to be matched by "PM",
which is the "uname -n". Be aware, that only substrings and
equal strings match, for local networks using DNS, the "net-
name" has an additional point "." at the end, thus order of
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numbers are signi�cant for a match.

The "$<#�eld0>" is the canonical number as presented by
TITLEIDX .

F:<#�eld0>:<content-match>
Queries for a speci�c FIELD with provided number to be com-
pared by awk-function "match($<#�eld0>,<content-match>)".
Be aware, that only substrings and equal strings match.

The "$<#�eld0>" is the canonical number as presented by
TITLEIDX .

NOT
The NOT operator replaces the current composite state for the
next argument only, operators are skipped. It should be recog-
nized, that the NOT operator replaces only the current state,
thus no chained evaluation of previous operators is applied.
Anyhow, di�erent operators, which are independant, such as
NOT and AND, are superposed.

OR

The OR operator adds to the previous intermediate result a
�ltered subset of the last "AND-result". This sounds maybe a
little strange, but simply said, a number of grouped OR opera-
tors just imply a parentheses/brace around all OR-ed elements.
The overall operations is simple from-left-to-right.

The reason for omitting group-operators is just simplicity of
implementation and grant of a resonable overall performance.
When more operators are required, a full set of syntax might
be implemented.

Exit Values:

• 0: OK
Result is valid.

• 1: NOK:
Erroneous parameters.

• 2: NOK:
Missing an environment element like �les or databases.
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• 7: NOK:
Missing cacheDB directory.

• 8: NOK:
Missing stat cache.

• 9: NOK:
Missing groups cache.

• 10: NOK:
Missing "macmap.fdb"

• 11: NOK:
Unambiguity was requested by "-M unique", but query result
is ambiguous.
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3.9 ctys-utilities

3.9.1 ctys-install

Usage:

ctys-install [<key>[=<value>]] ...

Description:

"ctys-install" is the base interface for installation and update. There-
fore several call options are provided.

• initial install - common paths
The "initial install" has no speci�c options, just the generic
options for rede�nition of install paths are available.

• update
The options force, foceall, and forceclean are particularly avail-
able for protection or deletion of present user speci�c con�gu-
ration �les.

• common sources - symbolic links
The "linkonly" option forces the installation of symbolic links
pointing to the actual location of the called "ctys-install" direc-
tories and executables instead of performing a full scale install
by copy.

The usage of symbolic links for each executable has particularly
advantages for "quick-installs" and test purposes when used in
combination with a commmon directory structure on all ma-
chines by NFS. Thus multiple user accounts on multiple virtual
and physical machines could be used for access to modi�ed ver-
sions without requiring an update.

The required con�guration and template directories are still
copied to the user's home for further modi�cation. Several
con�guration �les are initially present only as defaults within
the resulting install directory and has to be copied by the user
when required to be altered.
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The following combinations of call options for install cover the com-
mon install procedures.

1. Individual Install
Installs by copy of con�gurations and local lib-subdirectory
containing the copy of installed version.

• "ctys-install"
The basic and initial call, when a complete local copy is
required.

• "ctys-install force"
Suppresses the version check, which by default allows for
updates with "higher" version numbers only. Thus the cur-
rent version will be installed independetly of the previous.

• "ctys-install forceall"
When previous con�guration or templates are present, by
default the installation is canceled with a noti�cation. When
FORCEALL is set, the present directories are moved to a
backup directoy by appending the current date to the di-
rectory name.

The caution in handling this directories is due to the fact,
that the con�guration directories contain the individually
edited con�guratiob, GROUP and MACRO �les, and the
generated cacheDB �les.

• "ctys-install forceclean"
The option FORCECLEAN forces the previous deletion of
installed componnents, no backups are created.

2. Centralized Install by Local Symbolic Links
Installs a copy of con�gurations and creates symbolic links to
the install sources.

• "ctys-install linkonly"
The basic and initial call, where locall symbolic links and a
minimal copy of con�guration and template �les is created.
The actual runtime system is just called by symbolic links,
where for each executable an individual link is created by
default in "$HOME/bin".

• "ctys-install linkonly force"
See "ctys-install force"
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• "ctys-install linkonly forceall"
See "ctys-install forceall"

• "ctys-install linkonly forceclean"
See "ctys-install forceclean"

3. Centralized Install by Search PATH
Just install to any target, either by copy or by linkonly, and set
the PATH as required.

Options

[libdir=<default=$HOME/lib>]

DEFAULT=$HOME/lib
The root path for the physical install target. The actual
physical install is handled by a name including the current
version in a similar manner as shared libraries naming con-
vention.

[bindir=<default=$HOME/bin>]

The path to the starter directory, which is contained in
the PATH variable.
Symbolic link: $bindir/ctys -> $libdir/ctys.<version>/bin/ctys
Bootstrap �le: $bindir/bootstrap/bootstrap.<version>

[templatedir=<default=$HOME/ctys>]

Directory to templates and test-data matching current
version. When an emtpy string is set, the install is sup-
pressed, and the templates are contained within the libdir
only.

[remove<default=unset>]

Removes previous con�guration and templates.

[noconf<default=unset>]

Suppresses the install of initial con�guration �les. Could
be somewhat dangerous, because some essential parame-
ters are stored within the con�guration and should match
the executed version.

[force<default=unset>]
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Checks "ctys -V -X" alphabetically/literally, normally only
updates are allowed, but force installs in any case.

Current users con�guration director $HOME/.ctys will be
left unchanged.

[forceall<default=unset>]

Checks "ctys -V -X" alphebetically/literally, normally only
updates are allowed, but forceall installs in any case.

Anything, else than users con�guration directory $HOME/.ctys,
will be removed and installed again. The users current
con�guration will be moved to $HOME/.ctys.bak.$DATETIME.

[forceclean<default=unset>]

Checks "ctys -V -X" alphebetically/literally, normally only
updates are allowed, but force installs in any case.

Anything, including current users con�guration directory
$HOME/.ctys, will be removed and installed again.

[linkonly<default=unset>]

Suppress the local copy to $HOME/lib directory, just ap-
propriate symbolic links are set to the given source direc-
tory determined by this call.

Anyhow, the con�guration is copied and/or preserved as
usual.

[version|�version|-V]

[-X]

[help|�help|-help|-h]

3.9.2 ctys-install1

Internal call for ctys-install.
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